Communication-free optimal economical dispatch scheme for cascaded-type microgrids with capacity constraints
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Abstract: The existing method cannot realise the optimal economical dispatch operation of cascaded-type microgrids with capacity constraints in a communication-free manner. To address this problem, a new optimal economical dispatch control scheme is proposed for the isolated cascaded-type microgrids without communications. Compared to the existing method, there are two prominent advantages: (i) global optimal economical operation with capacity constraints is realised; (ii) improved load voltage quality is obtained. Then, the stability of the proposed scheme has been analysed with a small-signal analysis method. Finally, the effectiveness of the method is verified by both simulations and experiments.

1 Introduction

Recently, interest has been concentrated on microgrids [1, 2], which is the most effective way to solve the penetration of extensively distributed generators (DGs) to power grid [3, 4]. Usually, a microgrid consists of different types of DGs that have different generation costs [5, 6]. From the perspective of economics, all DGs should be coordinated to minimise the power generation costs of microgrids.

Owing to the high reliability and communication-free features, decentralised economical operation schemes have drawn plenty of research studies [2, 7, 8]. In the microgrids, which are made up of paralleled inverters (paralleled-type microgrids), the droop control as the classical decentralised method has been widely adopted [9, 10]. The droop control strategy is initially proposed to achieve proportional power sharing by imitating the characteristic of the synchronous generator [11, 12]. However, the proportional power sharing cannot guarantee the optimised economical operation. To minimise the total active generation costs (TAGC) of paralleled-type microgrids, Nutkani et al. [5] introduced two linear droop control strategies, i.e. maximum and mean generation cost-based droop control. The essence of these two methods is to make the lower-cost DG hold the higher priority of output powers. However, the optimisation results might not be effective due to the non-linearity of DGs generation costs. Furthermore, Nutkani et al. [13] presented a non-linear cost-based droop control method. In addition, Elrayyah et al. [6] proposed another non-linear droop construction scheme based on the polynomial fitting method, which could lower the TAGC by selecting the proper droop coefficients. To realise the plug and play for DGs, Cingoz et al. [14] proposed an improved control scheme, which performs individually for each DG by optimising each one against the hypothetical DG. Then, Han et al. [15] proposed a curve fitting method by considering DGs capacity constraints and systems stability to realise the economical operation without communications. However, when constraints are taken into account, such as the DGs capacity constraints, it is difficult to realise the optimal economical operation without communications [15, 16].

In contrast, the cascaded-type microgrids are suited for the cases where the voltage levels are higher, and the capacity is larger [17–20]. Recently, it has been regarded as an important alternative in the medium-/high-voltage applications [21–23]. The low-voltage distributed energy resources are integrated by cascaded H-bridge inverters, then taken into the medium-/high-voltage utility grid [24, 25] or isolated power network [26, 27] by AC-stacked features. He et al. [26] studied the cascaded-type microgrids in the islanded mode and proposed an inverse power factor droop control for power sharing in decentralised manners. However, this strategy is unsuitable for supplying resistance–capacitance loads. Then, Sun et al. [27] introduced an E-P/Q droop control under the resistance–inductance and resistance–capacitance loads, which overcomes the limitations of application scope in [26]. However, both of them only deal with proportional power sharing rather than the economical operation. Li et al. [28] studied the economical operation of the cascaded-type microgrids and proposed a decentralised control scheme based on the fact of frequency consistency. However, two limitations exist in this method: (i) when the capacity constraints of DGs are considered, the modifications make the system deviate its optimal economical operation and obtain a sub-optimal solution; (ii) due to the different voltage phase angles of each DG, the load voltage amplitudes cannot be guaranteed strictly. Thus, a new control approach should be developed.

To address the above limitations, a new communication-free optimal economical dispatch scheme $\cos \varphi = f(P) = V$ is proposed. The power factors of each DG are regulated to the same value, and the output voltage amplitudes are used to adjust the output power of each DG. As long as the optimal solution of the formulated economical optimisation problem could be solved, the proposed method can achieve the optimal economical dispatch operation of the cascaded-type microgrids without communications. Compared to the existing method [28], the proposed scheme has two obvious advantages:

- **Global optimal economical operation**: The method proposed in [28] is a sub-optimal economical operation due to the modifiabilities. In this work, the global optimal economical operation with capacity constraints is realised without communications.
- **Improved load voltage quality**: The load voltage amplitudes cannot be guaranteed strictly with the method proposed in [28]. On the contrary, the proposed scheme can control the load voltage amplitudes to maintain the desired values. Also, the excellent load voltage quality is obtained.
2 Economical optimisation of cascaded-type microgrids

2.1 Cascaded-type microgrids

Fig. 1 presents the structure of islanded cascaded-type microgrids, which comprises \( n \) cascaded micro-inverters. Then, the equivalent circuit is shown in Fig. 2. In Figs. 1 and 2, \( V_i \) presents the output voltage vector of the \( i \)th DG, \( V_{\text{PCC}} \) is the voltage vector at the PCC. \( V_i \) and \( V_{\text{PCC}} \) denote the corresponding voltage amplitudes, \( \delta_i \) and \( \delta_{\text{PCC}} \) are the corresponding voltage phase angles. \( L_i \) and \( C_j \) express the filter inductance and filter capacitance, respectively. \( R_i \) and \( R_d \) are the corresponding series resistances. \( z_{\text{PCC}} \) is the load impedance and \( z_i \) denotes the line impedance.

According to Kirchhoff laws, \( V_{\text{PCC}} e^{j\delta_{\text{PCC}}} \) is expressed as

\[
V_{\text{PCC}} e^{j\delta_{\text{PCC}}} = y' z_{\text{PCC}} + \sum_{i=1}^{n} V_i e^{j\delta_i} \tag{1}
\]

\[
y' = 1/z_{\text{PCC}} + \sum_{i=1}^{n} z_i \tag{2}
\]

where \( y' \) is the equivalent admittance. For simplification, \( y' \) is rewritten as

\[
y' = |y'| e^{j\theta'} \tag{3}
\]

where \( |y'| \) and \( \theta' \) denote its corresponding modulus and phase angle of \( y' \). Then, the instantaneous active power \( p_i \) and reactive power \( q_i \) are written as

\[
p_i = V_i |V_i| \sum_{j=1}^{n} V_j \cos(\delta_i - \delta_j - \theta') \tag{4}
\]

\[
q_i = V_i |V_i| \sum_{j=1}^{n} V_j \sin(\delta_i - \delta_j - \theta') \tag{5}
\]

After passing a first-order low-pass filter, the filtered active power \( P_i \) and reactive power \( Q_i \) are expressed as

\[
P_i = \alpha_i p_i - \alpha_p P_i \tag{6}
\]

\[
Q_i = \alpha_i q_i - \alpha_q Q_i \tag{7}
\]

where \( \alpha \) is the cut-off frequency of the low-pass filter.

From (4)-(7), it can be concluded that \( P_i \) and \( Q_i \) are controlled by regulating the amplitude differences and phase-angle differences of DGs output voltages.

2.2 Economical optimisation problem formulation

Usually, the economical optimisation problem of power systems could be formulated as

\[
\min \left( \sum_{i=1}^{n} C_i(P_i) \right) \quad \text{s.t.} \quad \sum_{i=1}^{n} p_i = P_L \tag{8}
\]

where \( P_L \) are the active power load demands including the transmission line losses. The subscripts ‘max’ and ‘min’ indicate the corresponding maximum and minimum values. \( P_{\text{max}}, P_{\text{min}} \) are the allowed output active power of the \( i \)th DG. \( C_i(P_i) \) is the general comprehensive operational costs consisting of fuel costs, maintenance costs, and so on, \( i \in \{1, 2, …, n\} \).

Assume that \( C_i(P_i) \) is continuous, it follows from the extreme value theorem such that the economical optimisation problem has a globally optimal solution \( \left(P_1^*, P_2^*, …, P_n^*\right) \) [29]. Also, the optimal solution \( P_i^* \) is a map of \( P_L \), which is expressed as

\[
P_i^* = g_i(P_L) \tag{9}
\]

where \( g_i(P_L) \) is the optimal economical operation function (OEOF) of \( P_L \). Usually, \( g_i(P_L) \) can be obtained by off-line calculation in advance. It is worth noting that the focus of this study is not about how to solve the optimal solution but how to design a controller only based on the local information to realise the optimal economical operation of the studied system.

3 Proposed communication-free economical operation control scheme

To implement the optimal solution formula (9) and maintain the desired load voltage amplitudes, the proposed communication-free \( \cos \varphi - f/P - V \) control is introduced in this section.

3.1 Proposed control scheme

The proposed \( \cos \varphi - f/P - V \) control scheme of the \( i \)th DG in the cascaded-type microgrids is expressed as

\[
f_i = f_i^* + \text{msgn}(Q_i) \cos \varphi_i \tag{10}
\]

\[
V_i = \frac{g_i(P_i)}{\sum_{i=1}^{n} s_i(P_i)} V_{\text{PCC}} \tag{11}
\]
where
\[
P_i = V_{PCC}I_i \cos \varphi_i \tag{12}
\]
\[
\cos \varphi_i = \frac{P_i}{\sqrt{P_i^2 + Q_i^2}} \tag{13}
\]
where \(f^*\) is the nominal frequency of the microgrids, \(f_i\) is the reference frequency of the \(i^{th}\) DG. \(\varphi_i\) is the power factor angle of the \(i^{th}\) DG. \(V_{PCC}\) is the reference voltage at PCC. \(\text{sgn}(\cdot)\) is a signum function. \(m\) is a certain positive coefficient determined by the feasible frequency ranges \([f_{\text{min}}, f_{\text{max}}]\). \(f_{\text{max}}\) and \(f_{\text{min}}\) are the given maximum and minimum permissible frequency. Usually, the nominal frequency takes the value of \((f_{\text{max}} + f_{\text{min}})/2\). According to (10), \(m\) should be designed to satisfy the constraint: \(0 < m \leq (f_{\text{max}} - f_{\text{min}})/2\).

### 3.2 Steady-state analysis

In the steady state, the following equality for two different DGs is obtained from (10)
\[
\cos \varphi_i = \cos \varphi_j \tag{14}
\]
Equation (14) means that those power factors of each DG in the microgrids are the same under the proposed scheme.

**Remark 1:** Keeping the same power factor is very crucial because it ensures: (i) the power sharing is proportional to its output voltage amplitudes; (ii) the same voltage phase of each DG to add them algebraically; (iii) acquiring the load information locally.

Since all the DGs have the same power factor, combine \(I_i = I_j\) and \(P_i = V_i f_i \cos \varphi_i\), then the following equalities hold:
\[
P_i = P_j \tag{15}
\]
\[
\hat{P}_i = \hat{P}_j \tag{16}
\]
Clearly, the active power allocations depend on the choice of the output voltage amplitudes shown in Fig. 3, in which \(\omega_s\) is the synchronous frequency of the cascaded-type microgrids in the steady state.

**Remark 2:** The output power of each DG is proportional to its output voltage amplitudes, which is the foundation of economical operation. Thus, the stability and sensibility analysis of parameters will be investigated in this section through the small-signal analysis method [30–32].

Substituting (11) into (15), and combining (16), we have
\[
P_i; P_j = g(P_i); g(P_j) \tag{17}
\]
In fact, according to the definition of \(\hat{P}_i\) in (12), \(\hat{P}_i\) in the steady state is equal to \(P_i\), which can be obtained only based on the local measurements. Thus, (17) is rewritten as follows:
\[
P_i; P_j = g(P_i); g(P_j) \tag{18}
\]
Combining (18) with (9), yields
\[
P_i; P_j = P_i; P_j \tag{19}
\]
Since \(\sum P_i = \sum P_j = P_L\), then we have
\[
P_i = P_j \tag{20}
\]
**Remark 3:** From (20), the output power of each DG under schemes (10) and (11) is the optimal solution of problem (8). That is to say, the first limitation in [28] is solved. From (10) and (11), the control scheme only depends on each DG’s output voltage and current, so \(\cos \varphi - f/P - V\) is a communication-free control approach.

Usually, the feeder impedance is much less than the load impedance. Consequently, the voltage drop on feeder impedance can be neglected. Since the same voltage phase of each DG is achieved according to (10), then, \(\sum V_i e^{j\varphi_i} = V_{PCC}\). Thus, the expected load voltage amplitudes are obtained while satisfying the optimality. Also, the second limitation in [28] is overcome.

Overall, it can be summarised as follows: the proposed scheme can perform the optimal solution via the decentralised manner while satisfying the desired load voltage amplitudes.

### 4 Stability analysis

As the economical operation is closely related to the underlying control of the microgrids, the stability of systems with consideration of economical operation is a critical issue. Thus, the stability and sensibility analysis of parameters will be investigated in this section through the small-signal analysis method [30–32].

Equation (10) is rewritten as
\[
\omega_i = \omega^* + 2\pi \text{sgn}(Q_i) \cos \varphi_i \tag{21}
\]
where \(\omega^* = 2\pi f^*\). Let \(\delta_i = \int \omega_s \, dt\), and denote \(\tilde{\delta}_i = \delta_i - \delta_s\), then we have
\[
\tilde{\delta}_i = \omega^* - \omega_i + 2\pi \text{sgn}(Q_i) \cos \varphi_i \tag{22}
\]
Linearisation of (6) and (7) yields
\[
\Delta P_i = \omega_i \frac{\partial p_i}{\partial V_i} \Delta V_i + \omega_i \sum_{j=1, i \neq j}^n \frac{\partial p_i}{\partial V_j} \Delta V_j + \omega_i P_i \frac{\partial p_i}{\partial \delta_i} \Delta \delta_i + \omega_i \sum_{j=1, i \neq j}^n \frac{\partial p_i}{\partial \delta_j} \Delta \delta_j - \omega_i \Delta P_i \tag{23}
\]
\[
\Delta Q_i = \omega_i \frac{\partial q_i}{\partial V_i} \Delta V_i + \omega_i \sum_{j=1, i \neq j}^n \frac{\partial q_i}{\partial V_j} \Delta V_j + \omega_i Q_i \frac{\partial q_i}{\partial \delta_i} \Delta \delta_i + \omega_i \sum_{j=1, i \neq j}^n \frac{\partial q_i}{\partial \delta_j} \Delta \delta_j - \omega_i \Delta Q_i \tag{24}
\]
Combining \(I_i = \sqrt{P_i^2 + Q_i^2}/V_i\), with (13), (12) is rewritten as
\[
\hat{P}_i = V_{PCC}P_i/V_i \tag{25}
\]
By substituting (25) into (11), then it is rewritten as
\[
F_i(V_i, P_i) = 0 \tag{26}
\]
Write (28)–(30) in the matrix form

\[ \dot{X} = AX \]

where \( F_i(\cdot) \) is the function of \( V_i \) and \( P_i \). Linearisation of (26) yields

\[ \Delta V_i = a_i \Delta P_i \] (27)

where \( a_i = -((\partial F_i/\partial P_i)/(\partial F_i/\partial V_i)) \). Combining (22)–(24) and (27), the small signal model of the \( i \)th DG is

\[ \dot{\Delta} \delta_i = -2\pi \text{sgn}(Q_i) \sin \phi_i \left( \frac{\partial P_i}{\partial V_i} \Delta P_i + \frac{\partial Q_i}{\partial Q_i} \Delta Q_i \right) \] (28)

\[ \Delta P_i = a_i \left( \frac{\partial F_i}{\partial P_i} \Delta P_i + \alpha_i \sum_{j \neq i} \frac{\partial F_j}{\partial P_j} \Delta P_j \right) + \omega \frac{\partial P_i}{\partial Q_i} \Delta \delta_i + \omega \sum_{j \neq i} \frac{\partial Q_j}{\partial \delta_j} \Delta \delta_j \] (29)

\[ \Delta Q_i = a_i \left( \frac{\partial F_i}{\partial Q_i} \Delta Q_i + \alpha_i \sum_{j \neq i} \frac{\partial F_j}{\partial Q_j} \Delta Q_j \right) + \omega \frac{\partial Q_i}{\partial P_i} \Delta \delta_i + \omega \sum_{j \neq i} \frac{\partial P_j}{\partial \delta_j} \Delta \delta_j - \alpha_i \Delta Q_i \] (30)

Write (28)–(30) in the matrix form

\[ \dot{\Delta} \delta_i = \begin{bmatrix} \Delta P_i \\ \Delta Q_i \end{bmatrix} \]

where \( X \) is the state variable vector and \( A \) is the system matrix. Both of them are shown in the Appendix. The root locus method is used to investigate the system stability around the operating point. Based on the simulation system described in Section 5, the root locus diagrams under different \( m \) and the load reactance \( X_{\text{load}} \) are studied.

Fig. 5 shows the root locus diagram as \( m \) increases from 0.01 to 0.5, with the load resistance \( R_{\text{load}} = 12.5 \, \Omega \), \( X_{\text{load}} = 3.14 \, \Omega \). As seen, matrix \( A \) has one zero eigenvalue as to rotational invariance, which is depicted in [33]. The rest eigenvalues are in the left half-plane. As seen, the system is stable when \( m \in [0.01, 0.5] \).

When \( R_{\text{load}} = 12.5 \, \Omega \), \( m = 0.3 \), then let \( X_{\text{load}} \) changes from \( -3.5 \, \Omega \) to \( 3.5 \, \Omega \), the root locus diagram is depicted in Fig. 5. As seen, the proposed scheme can maintain the system stable operation under both the resistance–capacitance loads and resistance–inductance loads.

### 5 Simulation results

The proposed \( \cos \phi \equiv F/P - V \) scheme is verified in the MATLAB/Simulink platform. The cascaded-type microgrid in the simulation model includes three DGs (see Fig. 1). The generation costs of DGs from the literature [5, 15] are depicted in Fig. 6. The parameters of the simulation are listed in Table 1. The detailed control block diagram of the DG unit is shown in Fig. 7.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>( f ), Hz</td>
<td>[49, 51]</td>
</tr>
<tr>
<td>( R_s ), ( \Omega )</td>
<td>3.3</td>
</tr>
<tr>
<td>( P_s ), Hz</td>
<td>50</td>
</tr>
<tr>
<td>( L_{\text{L1}} ), H</td>
<td>1.5 \times 10^{-3}</td>
</tr>
<tr>
<td>( m )</td>
<td>0.3</td>
</tr>
<tr>
<td>( L_{\text{L2}} ), H</td>
<td>1.6 \times 10^{-3}</td>
</tr>
<tr>
<td>( V_{\text{PCC}} ), V</td>
<td>110</td>
</tr>
<tr>
<td>( L_{\text{L3}} ), H</td>
<td>1.2 \times 10^{-3}</td>
</tr>
<tr>
<td>( R_{v} ), ( \Omega )</td>
<td>0.4</td>
</tr>
<tr>
<td>( Q_{\text{app}} ), Var</td>
<td>0.3</td>
</tr>
<tr>
<td>( C_{b} ), ( \mu F )</td>
<td>20</td>
</tr>
<tr>
<td>( P_s ), p.u.</td>
<td>[0, 1]</td>
</tr>
</tbody>
</table>

5.1 Case 1: switch between the resistance–inductance and resistance–capacitance load

This simulation is carried out under both the resistance–inductance and resistance–capacitance loads. The load demands are scheduled as follows: in the interval [0 s, 1 s] resistance–capacitance load, in [1 s, 2 s] resistance–inductance load, and resistance–capacitance...
load in the interval [2 s, 3 s]. The frequencies over time are depicted in Fig. 8a. The reactive power allocations among DGs are shown in Fig. 8b. Therefore, the proposed scheme can realise the stable operation under the two types of load.

5.2 Case 2: optimal economical operation under resistance–inductance load

To verify the optimal economical operation under the resistance–inductance load, the load demands shown in Fig. 9a are scheduled as 0.5, 1 and 1.5 p.u. in the interval [0 s, 1 s], [1 s, 2 s] and [2 s, 3 s], respectively. The frequencies are shown in Fig. 9b, which is >50 Hz due to the feature of inverse droop. The active power sharing results are shown in Fig. 9c. The OEOF solved by the interior point method [34] is depicted in Fig. 9d. Clearly, the operation results in Fig. 9c agree with Fig. 9d. It is concluded that the proposed scheme can obtain the optimal economical operation under the resistance–inductance load.

Fig. 10a shows the voltage waveform of each DG in the interval [1.4 s, 1.6 s]. The voltage phase angles of DGs are controlled to be the same value, but the voltage amplitudes are different. The load voltage at PCC is shown in Fig. 10b, in which its amplitudes keep 110 V regardless of the load changes. Therefore, the proposed scheme can obtain an excellent load voltage quality.

5.3 Case 3: optimal economical operation under resistance–capacitance load

This simulation is carried out to verify the performance of the proposed scheme under the resistance–capacitance load. The active power load schedules are the same as case 2 (see Fig. 9a). The waveform of frequencies is shown in Fig. 11a. It is <50 Hz because the droop control is performed. The active power allocations among DGs are shown in Fig. 11b, which agree with Fig. 9d. Therefore, the optimal economical operation is also obtained under the resistance–capacitance load.

5.4 Case 4: capacity constrains

As shown in Fig. 12a, the load demands are scheduled as 1.8, 2 and 2.2 p.u. in the interval [0 s, 1 s], [1 s, 2 s] and [2 s, 3 s], respectively. The frequencies are depicted in Fig. 12b. The active power allocations among DGs are shown in Fig. 12c, in which $P_3$ keeps its maximum output power (1 p.u.) in the second and third intervals. The OEOF curve is depicted in Fig. 12d with $P_L \in [1.6 \text{ p.u.}, 2.4 \text{ p.u.}]$. Obviously, the simulation results in Fig. 12c agree with the theoretical results in Fig. 12d. Thus, the proposed scheme is capable of capacity constrains for DGs.

5.5 Case 5: comparisons between the proposed scheme and the method in [28]

In this case, the load demands are set as 2 and 2.2 p.u. in the intervals [0 s, 1 s] and [1 s, 2 s], respectively. From the comparative results shown in Fig. 13a, the TAGC of the proposed
scheme is lower than that based on the method proposed in [28]. Therefore, the proposed scheme is preferable to the method proposed in [28] from the perspective of the economy. The load voltage amplitudes are shown in Fig. 13b, in which the proposed scheme can maintain the desired values. On the contrary, the load voltage amplitudes of the method in [28] deviate from its nominal values. As seen, the proposed scheme is superior to the method [28] in the point of economy and load voltage quality.

5.6 Case 6: performance of the proposed scheme under the feeder impedance variation

This test with feeder impedance variation (from 1.5 to 3 mH) at \( t = 1 \) s is performed. The load voltage amplitudes are shown in Fig. 14a, which almost maintains a constant level. The active power allocations are depicted in Fig. 14b, which also almost maintains a constant. Therefore, the effect of feeder impedance variation on the performance of the proposed method is almost negligible. That is to say, the proposed scheme is robust to the feeder impedance variation to some extent.

6 Experimental results

In order to verify the performance of the proposed \( \cos \varphi - f/P - V \) scheme, a microgrid prototype is built shown in Fig. 15 including two DGs, which are simulated by a single phase voltage source inverter controlled by digital signal processor TMS320F28335. The corresponding generation costs of the two DGs are the same as those of DG1 and DG2 in the simulation models, respectively. The parameters of this experiment are listed in Table 2. The considered microgrid comprises two DGs. Even though, it could still meet the experimental requirements. The experiment is
implemented under the resistance–inductance load. The active power load schedules are 0.4, 0.8, 1.2, 0.4 and 0.8 p.u. in the interval [0 s, 20 s), [20 s, 40 s), [40 s, 60 s), [60 s, 80 s) and [80 s, 100 s], respectively. The experimental waveforms of voltage and current are shown in Fig. 16, in which the voltage phase angles of DG1 and DG2 are always in phase. Therefore, the proposed scheme can ensure the synchronous operation of DGs and maintain the stability of the system.

The active power requirement curve of the load is shown in Fig. 17a. The frequency curve is shown in Fig. 17b. The experimental results in Fig. 17 match the theoretical value approximately. The deviation of output power between Fig. 17c and d is because of the line losses. As seen, the proposed scheme can obtain the optimal economical operation without communications.

7 Conclusion

The optimal economical operation problem of the cascaded-type microgrids is studied. A communication-free control scheme (cos φ = F/F – P) is proposed, which could achieve the global optimal economical operation easily. With this method, the excellent load voltage quality is guaranteed, and its implementation only needs the local information. Meanwhile, the synchronisation of all DGs has been achieved autonomously under both the inductive and capacitive loads. Besides, the large-signal stability for the system suffering large disturbance such as short-circuit faults will be investigated in the future.
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\[
X = (\Delta P \Delta Q \Delta \delta)^T, \quad \Delta P = [\Delta P_1 \cdots \Delta P_n], \\
\Delta Q = [\Delta Q_1 \cdots \Delta Q_n], \quad \Delta \delta = [\Delta \delta_1 \cdots \Delta \delta_n].
\]

The system matrix \(A\) is written as

\[
A = \begin{bmatrix}
A_{11} & 0 & A_{13} \\
A_{21} & A_{22} & A_{23} \\
A_{31} & A_{32} & 0
\end{bmatrix}
\]

where

\[
A_{11} = \begin{bmatrix}
\frac{\partial p_1}{\partial V_1} - 1 & \cdots & \frac{\partial p_1}{\partial V_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial p_n}{\partial V_1} & \cdots & \frac{\partial p_n}{\partial V_n} - 1
\end{bmatrix}, \\
A_{13} = \begin{bmatrix}
\frac{\partial p_1}{\partial \phi_1} & \cdots & \frac{\partial p_1}{\partial \phi_n} \\
\vdots & \ddots & \vdots \\
\frac{\partial p_n}{\partial \phi_1} & \cdots & \frac{\partial p_n}{\partial \phi_n}
\end{bmatrix}, \\
A_{22} = -\alpha J_i, \\
I = \text{diag}[1 \cdots 1_{n \times n}].
\]

9 Appendix

The vectorial variables are

\[
A_{13} = -2\pi n
\]

\[
A_{23} = \begin{bmatrix}
\text{sgn}(Q) \sin \phi_1 \frac{\partial \phi_1}{\partial P_1} \\
\vdots \\
\text{sgn}(Q) \sin \phi_n \frac{\partial \phi_n}{\partial P_n}
\end{bmatrix}, \\
A_{23} = \begin{bmatrix}
\text{sgn}(Q) \sin \phi_1 \frac{\partial \phi_1}{\partial Q_1} \\
\vdots \\
\text{sgn}(Q) \sin \phi_n \frac{\partial \phi_n}{\partial Q_n}
\end{bmatrix}.
\]