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Abstract

Microgrids can operate in both grid-connected mode and islanded mode. In order to smooth transfer from islanded mode to grid-connected mode, it is necessary to synchronize the point of common coupling (PCC) with main utility grid (UG) in voltage frequency, phase and amplitude. Conventional synchronization methods based on centralized communication are very costly and not suitable for multi-bus microgrids that have a large number of distributed generators (DGs). To address this concern, this study presents an active synchronization control strategy based on distributed cooperation technology for multi-bus microgrids. The proposed method can reconnect the microgrid in island to UG seamlessly with sparse communication channels. Synchronization correction signals are generated by a voltage controller, which are only transmitted to the leader DGs. Meanwhile, each DG exchanges information with its neighbors. Finally, the voltage of PCC will synchronize with the main grid and all DGs will achieve the consensus behaviors. Compared with traditional synchronization methods, the proposed method does not need complex communication networks and improves flexibility and redundancy. Even if the distributed communication breaks down, the primary droop control can still operate robustly. Small signal model of entire system is developed to adjust the parameters of distributed active synchronization controller. Simulation results are presented to verify the effectiveness of the proposed method.

1. Introduction

As an effective carrier of distributed power system, microgrids consist of various distributed energy sources, storages, power conversion devices, protections and load monitor equipment [1,2]. Typically, a microgrid is a local distributed electrical network which can operate in both grid-connected and islanded modes [3]. In grid-connected mode, the voltage and frequency are supported by the utility grid (UG), and all distributed generators (DGs) are controlled as controlled current sources. In islanded mode, DGs are required to participate into power sharing and voltage/frequency regulation. Thus, the DGs function as controlled voltage sources [4,5].

To guarantee uninterruptible and reliable power supplies, microgrids should offer a seamless transition between the two operation modes [6,7]. From the grid-connected mode to the islanded mode, the universal control strategies should be implemented to ensure smooth transition without any reconfiguration of control structure [8]. It is dangerous for a microgrid to be reconnected to utility grid in asynchronous states, because the voltage difference across the static switch would result in large inrush currents. Thus, pre-synchronization is necessary to achieve a smooth reconnection.

In the past research, the main methods can be divided into two categories, either synchronizing one DG with the UG [9,10] or reconnecting microgrids to UG with a central controller [13–15,19–22]. A single DG can be simply reconnected to the UG by the traditional synchronizer [9,10]. However, synchronizing a networked microgrid, where various DGs are dispersedly connected with their neighbors, is a greater challenge [11,12].

The central controller can make microgrids with multiple DGs resynchronize to the utility grid based on high bandwidth communications. In [13], an active synchronizing control strategy is proposed which involves a network-based coordinated control of multiple DGs. This scheme allows the microgrid synchronization under various operating conditions of DGs and loads change. However, it does not achieve a fast and optimized synchronization. In [14], a synchronization method for an islanded microgrid with two hydro generators is proposed. This method utilizes remote sensing of voltage with the help of communications. Small frequency mismatch between UG and PCC is directly added in the
control loop, which delays the synchronization process and leads to reclosing time indefinite.

A phase locked loop (PLL)-based pre-synchronization control approach is presented in [15], where three different PLL structures are combined to synchronize the phase and frequency for all DGs. A common timing reference needs to be generated by the 1 pulse per second signal, provided by GPS devices [16–18], so the practicability of the method is weakened. These methods synchronize the frequency and phase in sequence, so the synchronization time is prolonged.

Alternatively, a self-synchronized method without dedicated PLL unit is proposed in [19], where virtual synchronization can automatically synchronize itself with UG. However, the method needs high bandwidth communication to collect instantaneous grid voltage and only operate without any local loads. On the whole, the central controller makes a control decision and then broadcasts the decision to each DG [13–15,19–22]. It requires much more and longer communication infrastructures, and such architecture is vulnerable to communication failures. Therefore, centralized control is impractical for wide networks populated by a number of DGs.

To enhance the system reliability and lower the investment in communications, the distributed control is a preferable method with only a sparse communication network. Thus, the system is less sensitive to failures and error modelling. It has features of scalability, robustness, and plug-and-play capability. Distributed control has been promoted by the increasing interest in networked multi-agent systems and many applications in smart grids [23,24]. J. Simpson and F. Dorfler propose the distributed-averaging integral controller to dynamically regulate the system frequency and preserve the power sharing properties [25]. Then, the averaging-based distributed controllers are extended to economic dispatch problem in one-to-one correspondence with the set of steady-states [26]. Moreover, distributed control strategies have been widely proposed for accurate power sharing and voltage/frequency recovery [27–30], and cost optimization [31,32] in microgrids. A general distributed scheme in [28] requires each local controller communicating with all the other controllers, which increases the communication cost. In [29], the voltage and frequency controller designs are separated. The distributed finite-time approach is used in voltage restoration and a consensus-based distributed frequency control is proposed for frequency restoration. In addition, for the identification of large-scale distributed control strategies, J. Wei and D. Kundur present a hierarchical cyber-physical multi-agent model of smart grid system operation based on flocking theory [33–35]. The appropriate degree of dependence on cyber information is determined to improve smart grid resilience and transient stability.

In order to overcome the drawbacks of the traditional centralized controller, this study firstly applies the distributed cooperation control to active synchronization strategy for multi-bus microgrids. The proposed method combines the primary droop control, distributed cooperation technology and active synchronization strategy. The focus of this study is the engineering application-oriented of the distributed active synchronization strategy and the system stability analysis for the multi-bus microgrids. Compared to existing approaches, the advantages are concluded as: (1) microgrid can be reconnected to UG seamlessly with sparse communication channels from islanded mode to grid-connected mode; (2) the voltage of grid connection point is dominated by the leader DGs, so the time of pre-synchronization isn’t restricted by complex microgrid topology; (3) The cyber constraints are provided to guarantee the system stability and improve the system reliability; (4) with this method, the power sharing can be maintained in synchronization process; (5) the proposed method can be extended to grid-connected mode, which reaches a universal control to address different modes of operation.

The rest of this paper is organized as follows. In Section 2, the system structure and primary control are described. The proposed distributed cooperative synchronization strategy is presented in Section 3. Principles of selecting leader DG and microgrid synchronization criteria are discussed in Section 4. In Section 5, system stability is analyzed to adjust the parameters of distributed active synchronization controller. In Section 6, simulation results are provided. Finally, the conclusion follows in Section 7.

2. The system structure and primary control of DGs

2.1. Critical issue description of active synchronization for multi-bus microgrids

The system structure of a multi-bus microgrid contains n buses, DGs, transmission lines, loads, synchronous controller and communication links as shown in Fig. 1. The point of common coupling (PCC) in the microgrid is connected to the UG through a static switch. $v_c$ and $v_s$ represent the voltage of UG and PCC, respectively. The synchronous controller is used to generate synchronization correction signals $\Delta \omega_{\text{syn}}$ and $\Delta V_{\text{syn}}$ by the voltage differences between the PCC and UG.

If the microgrid reconnects to the grid without a proper active synchronization strategy, the voltage differences between $v_c$ and $v_s$ would result in large inrush currents. It is dangerous for microgrid operations. To decrease the large inrush currents and ensure the uninterrupted operation of critical loads, the grid synchronization method is very crucial. To achieve a smooth and successful reconnection, $v_c$ must be synchronized with $v_s$ in voltage phase, frequency and amplitude. Thus, the DGs should cooperate to adjust their voltage and frequency to eliminate the differences between $v_c$ and $v_s$.

In existing methods, the central control is the main method through a star communication network. The correction signals $\Delta \omega_{\text{syn}}$ and $\Delta V_{\text{syn}}$ are added to the frequency and voltage amplitude references of each DG by high bandwidth communications [15]. However, this communication structure poses a challenge in the multi-bus microgrid.

![Fig. 1. The structure of microgrid with distributed sparse communication.](attachment:image-url)
To overcome the drawbacks of the central control method, this paper adopts the distributed control to resynchronize microgrid with UG. With the distributed control, the synchronization correction signals $\Delta V^\text{syn}$ and $\Delta \omega^\text{syn}$ are only sent to the leader DG(s). The leader DG(s) will share its output frequency and reactive power to its neighbors. In addition, each DG only requires its own and adjacent information to adjust the voltage of PCC. When the consensus is achieved, all DGs would follow the leader DG(s) and main grid. The proposed method only needs sparse communication channels and is less sensitive to the failure of communication links. So, the system flexibility and reliability are improved.

2.2. Primary droop control of microgrid in islanded mode

In the islanded mode, two main control objectives of the microgrid are to share the load demand among multiple parallel connected inverters proportionately and to maintain the stability of voltage and frequency. The droop control law for frequency and voltage are expressed as follows

$$\begin{align*}
\omega_i &= \omega^* - m_i P_i \\
V_i &= V^* - n_i Q_i
\end{align*}$$

where $\omega^*$ and $V^*$ indicate the reference values for the angular frequency and amplitude of inverter output voltage at no load, $P_i$ and $Q_i$ are the output active and reactive power of the $i$-th DG, and $m_i$ and $n_i$ are the $P$- and $Q$-V droop coefficients of the $i$-th DG, respectively.

Microgrids consist of a cluster of loads and DGs, whose interconnections are commonly power electronic converters. Unlike the synchronous generator in the conventional power system, the inverter-based DGs have inherent features: fast response, less-inertia and weak overload capacity. The inner dynamics of inverter-based DGs could be ignored, which is always treated as a controlled voltage sources.

Fig. 2 shows a classic control scheme of an inverter-based DG. The control involves two layers: a power control layer and a double closed-loop layer for voltages and currents of the inverter. Usually, the virtual impedance is utilized for decoupling $P/Q$ when the line impedance is mixed resistive and inductive.

3. Proposed distributed active synchronization control strategy

The grid synchronization, which prepares islanded microgrid for grid connection, is a critical procedure of the entire operation. This study aims at reconnecting the multi-bus microgrid back to utility grid seamlessly after islanding. The proposed method allows multiple droop-controlled DGs to adjust the frequency and amplitude and to prepare for reconnecting the microgrid back to utility grid.

3.1. Synchronization correction signals

The goal of grid synchronization is to eliminate the voltage errors between UG and PCC. In a three-phase microgrid, the error of the voltage phase angle is calculated by the cross product of voltage vectors between PCC and UG as follows

$$e_v = V_i V_g \sin(\theta_i - \theta_c) = -v_{iA} v_{cA} + v_{iB} v_{cB} + v_{iC} v_{cC}$$

where $v_{iA}$ and $v_{cA}$ are voltage components of utility grid and PCC on direct axis; $v_{iB}$ and $v_{cB}$ are voltage components on quadrature axis.

From (2), $e_v$ is identically equal to zero forever only when both angular frequency difference and angle difference are zero.

The error of the voltage amplitude is expressed as

$$e_v = V_i - V_c = \sqrt{v_{iA}^2 + v_{iB}^2 + v_{iC}^2} - \sqrt{v_{cA}^2 + v_{cB}^2 + v_{cC}^2}$$

Then, $e_v$ and $e_x$ are fed back to a proportional integration (PI) controller to generate synchronization correction signals, which are only sent to the leader distributed generators (DGs). Therefore, the angular frequency difference, angle difference and amplitude difference are zero when $v_i$ would synchronize with $v_c$. The synchronization correction signals $\Delta \omega^\text{syn}$ and $\Delta V^\text{syn}$ are expressed in Fig. 3.

$$\Delta \omega^\text{syn} = \frac{k_p + k_i}{s} \left( -v_{xA} v_{cA} + v_{xB} v_{cB} \right)$$

$$\Delta V^\text{syn} = \frac{k_p + k_i}{s} \left( v_{xA}^2 + v_{xB}^2 - v_{cA}^2 - v_{cB}^2 \right)$$

where $k_p, k_i$ are the proportional and integral coefficients.

3.2. Distributed frequency and phase synchronization

The concepts of cooperative and multi-agent control were initially inspired by the synchronization phenomena observed in nature, where each agent only exchanges information with neighboring agents according to a prescribed communication graph. The objective is to develop local decisions and control protocols that do not rely on a central authority, yet result in adaptable accomplishment of global performance goals.
cooperative schemes fall into two main categories, consensus problem and tracking problem [38,39]. In an islanded microgrid, all DGs have the same steady-state values, known as the cooperation consensus problem. But, in pre-synchronization process, as leader nodes must follow the main grid, the active synchronization is a tracking problem.

Graph theory is often used to describe the communication topology in microgrids [27]. Each DG is regarded as one node of the communication digraph. The communication layer is described by a weighted graph $G(v, e, A)$ where $v = \{1, 2, \ldots, n\}$ is a non-empty finite set for $n$ DGs, $e \subseteq v \times v$ is the prescribed communication links, and $A = [a_{ij}] \in R \times R$ is the associated adjacency matrix. In this paper, if there is an edge from node $v_i$ to node $v_j$, then $a_{ij} = 1$. As the communication is bi-directional, $a_{ij} = a_{ji}$. When all DGs are connected with the distributed communication, it should be noted that matrix $A = [a_{ij}]\neq 0$.

For the DG-$i$, the frequency regulation with distributed cooperation control is proposed as

$$\omega_i = \omega^* - m_i P_i + \Delta \omega_i$$

$$k_n \frac{d \Delta \omega_i}{dt} = \sum_{j \in N_{j,i}} a_{ij} (\Delta \omega_j - \Delta \omega_i) + \gamma_i (\Delta \omega_i^{syn} - \Delta \omega_i)$$

where $\Delta \omega_i$ is additional control variable, which will be equal to $\Delta \omega_i^{syn}$ in steady state. $k_n$ is a positive gain. If the DG-$i$ is a leader DG, then $\gamma_i = 1$; Otherwise, $\gamma_i = 0$.

Fig. 4 depicts the primary $P = \omega$ droop control before and after the distributed control. One can interpret the distributed control action as a uniform shifting of all DGs to the utility grid angular frequency $\omega_c$.

3.3. Distributed voltage regulation and reactive power sharing

The voltage regulation of the active synchronization strategy is proposed as follows

$$V_i = V^* - n_i Q_i + \Delta V_i + \beta_i \Delta V_i^{syn}$$

$$k_v \frac{\Delta V_i}{dt} = \sum_{j \in N_{j,i}} b_{ij} (k_0 Q_j - k_0 Q_i)$$

where $\beta_i$ is the gain of voltage synchronization correction $\Delta V_i^{syn}$. $k_v$ is a positive gain. For the leader DGs, $\beta_i = 1$ and $b_{ij} = 0$. While for all other DGs, $\beta_i = 0$ and $b_{ij} = 1$. That is to say, only the leader DG-$k$ regulates the PCC voltage to the voltage of main grid, and the follower DGs are controlled to share reactive power in a manner consistent with the voltage regulation of DG-$k$. Fig. 5 depicts Q-V droop control and reactive power sharing for two parallel DGs. As line impedances $X_{line-1} > X_{line-2}$, reactive power sharing cannot be shared by primary droop control. Under the distributed control, both the reactive power sharing and the voltage amplitude synchronization with the utility grid voltage could be achieved.

Fig. 6 shows the overall control block diagram of active synchronization strategy with some details. The cyber layer comprises all communication links and this is a sparse communication network, such that in case of any link failure the remaining network still contains a spanning tree. The correction signals, $\Delta \omega_i^{syn}$ and $\Delta V_i^{syn}$ only send to the leader DGs. The leader DGs regulates the voltage of PCC with the coordination of all other follower DGs. The “leader-follower” relationship among the DGs is set up to form a cluster around the voltage value of $v_i - v_2$. For all DGs, the droop control functions as the primary control to enhance system robustness. But the voltage deviation and mismatch of reactive power sharing cannot be overcome. Additionally, the distributed cooperation control can also be utilized to compensate the disadvantages of droop control in power sharing and voltage-frequency recovery.

4. Principles of selecting leader DG(s) and synchronization criteria

4.1. Principles of selecting leader DG(s)

Only the leader DG(s) receives the synchronization correction signals from the synchronous controller, so selecting proper leader DG(s) is pivotal in accordance with associated principles. For the parallel DGs and other buses at the grid connection bus in Fig. 7, the voltage amplitude, phase and frequency of PCC can be deduced. According to Millman’s theorem [40], the voltage phasor $v_c$ of PCC can be given by

$$v_c = \left(\frac{X_p}{X_1}\right) v_1 + \left(\frac{X_p}{X_2}\right) v_2 + \cdots + \left(\frac{X_p}{X_n}\right) v_n$$

where $v_n$ is the voltage phasor of $n$-th DG or bus, $X_n$ is the line reactance between each DG or bus and the common grid bus. For simplicity, the line resistance is neglected. $X_p$ is the equivalent parallel reactance, which is solved as

$$\frac{1}{X_p} = \frac{1}{X_1} + \frac{1}{X_2} + \cdots + \frac{1}{X_n}$$

Rewriting (9) in the form with real and imaginary parts

$$V_c (\cos \delta_c + j \sin \delta_c) = c_1 V_1 (\cos \delta_1 + j \sin \delta_1) + \cdots + c_n V_n (\cos \delta_n + j \sin \delta_n)$$

where

$$c_n = \frac{X_p}{X_n} \geq 0; \quad \sum c_n = 1$$
Actually, the power angle between the DG/bus and PCC is small, and the angle of PCC is regarded as phase angle Ref. [4].

\[
\begin{align*}
\cos \delta_k &= 1 \\
\sin \delta_k &= \delta_k \\
\end{align*}
\]

Substituting (13) into (11) yields

\[ V_c(1+j\delta_1) = c_1V_1(1+j\delta_1) + \cdots + c_nV_n(1+j\delta_n) \]

(14)

The real parts of both sides in (14) must be equal. Then, the voltage amplitude of PCC can be obtained as

\[ V_c = c_1V_1 + c_2V_2 + \cdots + c_nV_n \]

(15)

When the output voltage of DGs changes, the relationship of various voltage change rates can be given by

\[ \Delta V_c = c_1\Delta V_1 + c_2\Delta V_2 + \cdots + c_n\Delta V_n \]

(16)

The imaginary parts of both sides in (14) must also be equal. Then, the phase angle of PCC can be obtained as

\[ \delta_c = d_1\delta_1 + d_2\delta_2 + \cdots + d_n\delta_n \]

(17)

where

\[ d_n = \frac{V_n}{V_c}c_n; \quad \sum d_n = 1 \]

(18)

As the output voltage \( V_n \) of DG is approximately equal to \( V_c \) of PCC, \( d_n \) mostly depends on \( c_n \). When the power transmission changes between the DG and PCC, the change value of phase angle is presented as

\[ \Delta \delta_c = d_1\Delta \delta_1 + d_2\Delta \delta_2 + \cdots + d_n\Delta \delta_n \]

(19)

Differentiating (19) yields

\[ \Delta \omega_c = d_1\Delta \omega_1 + d_2\Delta \omega_2 + \cdots + d_n\Delta \omega_n \]

(20)

From (16), (19) and (20), the voltage amplitude, phase and frequency change rates of PCC are the weighted average of all DGs. Weighting factors are dependent on the line inductances. Therefore, the DGs with higher rated power capacity should be installed closely to PCC, which function as leader DGs. In this sense, the leader DGs have a higher weightage in determining the PCC characteristics.

4.2. Cyber constraints

4.2.1. Number constraint of leader DGs

Leader DG(s) receives the synchronization correction signals from the synchronous controller. The greater the number of leader DGs installed in the multi-bus microgrid, the higher speed of pre-synchronization process. However, the associated investment would be increased. There is an inherent tradeoff between the time of pre-synchronization and the communication complexity. In this study, to guarantee the normal system operation when one leader DG fails, the microgrid should contain at least two leader DGs.

\[ \sum_{i=1}^{n} y_i \geq 2 \]

(21)

4.2.2. Distributed communication network constraint

In this study, if there is a communication connection from DG- \( j \) to DG- \( i \), we assume \( a_{ij} = 1 \). As the communication is bi-directional,
When all DGs are connected with the distributed communication, there should be a spanning tree to maintain the system stability. Thus, the adjacency matrix \( A \) should meet the requirement as follows

\[
A = [a_{ij}]_{n \times n} \neq 0
\]  

(22)

### 4.2.3. Cyber interconnection constraint for each DG

To improve the system reliability and overcome the failure of single point, there should be no less than two direct/indirect communication path from each DG to leader DG. Thus, the system possesses high resilience to one communication link failure. The cyber constraints for each DG are given by

\[
\sum_{j=1}^{n} a_{ij} \geq 2 \quad \text{and} \quad \sum_{i=1}^{n} a_{ij} \geq 2
\]  

(23)

### 4.3. The synchronization criteria

Once the synchronization criterion is met, the synchronous controller will send a command to close static switch during the pre-synchronization process. According to the synchronization criteria of IEEE Standard 1547-2003 [41], the microgrid should meet the synchronization criterion listed in Table 1. However, the inverter-based DGs have the features: fast response, low-inertia and weak overload capacity. To avoid large inrush current and achieve a smooth and successful reconnection, the existing criteria in Table 1 should be replaced by more rigid criteria [11,13,42]. The adopted synchronization criterion is illustrated in Fig. 8.

### 5. Stability analysis

To analyze the system stability and adjust the parameters of distributed active synchronization controller, a small signal model has been developed according to the studied microgrid as shown in Fig. 7.

#### 5.1. Overall system model

For the multiple parallel DGs and buses connected to the PCC, their dynamic control laws are presented as follows from (6)–(7)

\[
\begin{align*}
\dot{\delta}_1 &= \omega' - m_1P_1 + \Delta \omega_1 \\
\dot{\delta}_2 &= \omega' - m_2P_2 + \Delta \omega_2 \\
&\vdots \\
\dot{\delta}_n &= \omega' - m_nP_n + \Delta \omega_n
\end{align*}
\]  

(24)

where

\[
\dot{\delta}_i = \omega_i (i = 1, 2 \ldots n)
\]  

(25)

\[
P_i = \frac{V_i V_c}{X_c} \sin(\delta_i - \delta_c)
\]  

(26)

where \( V_i \) and \( \delta_i \) are the voltage magnitude and angle of the \( i \)-th DG/, bus, respectively. \( V_c \) and \( \delta_c \) are the voltage magnitude and angle of the grid connection bus, respectively. \( X_c \) is the line reactance between each DG/bus and the common grid bus.

As aforementioned, the outputs \( \Delta \omega_i \) of the distributed cooperation control obtained through (6) and (7) are added to the droops to reconnect the isolated microgrid to utility grid seamlessly.

\[
\begin{align*}
\Delta \omega_1 &= \frac{1}{K_1} \int \sum a_{i1}(\Delta \omega_i - \Delta \omega_1) dt + \frac{1}{K_0} \int \gamma_1(\Delta \omega_{\text{syn}}^\omega - \Delta \omega_1) dt \\
\Delta \omega_2 &= \frac{1}{K_1} \int \sum a_{i2}(\Delta \omega_i - \Delta \omega_2) dt + \frac{1}{K_0} \int \gamma_2(\Delta \omega_{\text{syn}}^\omega - \Delta \omega_2) dt \\
&\vdots \\
\Delta \omega_n &= \frac{1}{K_1} \int \sum a_{in}(\Delta \omega_i - \Delta \omega_n) dt + \frac{1}{K_0} \int \gamma_n(\Delta \omega_{\text{syn}}^\omega - \Delta \omega_n) dt
\end{align*}
\]  

(27)

where \( \Delta \omega_{\text{syn}}^\omega \) presents the synchronization correction signal, expressed as follows in the synchronization controller (2), (4)

\[
\Delta \omega_{\text{syn}}^\omega = k_m \sin(\omega_c t - \delta_c) + k_n \int \sin(\omega_c t - \delta_c) dt
\]  

(28)

where \( \omega_c \) is the angular frequency of the utility grid.

Moreover, according to the system constraints, the supply-demand power must be balanced. The equivalent equation is described

\[
P_1 + P_2 + \cdots + P_n = P_L
\]  

(29)

where \( P_L \) presents a value of the total load power demand.

#### 5.2. Model linearization

Assume that the power angle \( |\delta_i - \delta_c| \geq \) is always small, and then the linearization of the system model is derived.

##### 5.2.1. Primary control strategy linearization of (24)

\[
\dot{\delta} = -K(\tilde{\delta} - \hat{\delta}_c \eta) + \Delta \tilde{\omega}
\]  

(30)

where

\[
\begin{align*}
\tilde{\delta} &= \begin{bmatrix} \dot{\delta}_1 & \dot{\delta}_2 & \cdots & \dot{\delta}_n \end{bmatrix}^T \\
\eta &= \begin{bmatrix} 1 & 1 & \cdots & 1 \end{bmatrix}^T \\
\Delta \tilde{\omega} &= \begin{bmatrix} \Delta \omega_1 & \Delta \omega_2 & \cdots & \Delta \omega_n \end{bmatrix}^T \\
K &= \begin{bmatrix} m_1 k_1 \\
& m_2 k_2 \\
& \vdots \\
& m_n k_n \end{bmatrix}
\end{align*}
\]  

(31)

##### 5.2.2. Distributed cooperation control linearization of (27)

\[
\begin{align*}
\Delta \tilde{\omega} &= -L \Delta \tilde{\omega} + \gamma(\Delta \omega_{\text{syn}}^\omega \eta - \Delta \tilde{\omega})
\end{align*}
\]  

(32)

![Fig. 8. Microgrid synchronization criteria for 0–500 kVA rated capacity.](image-url)
where
\[
L = \frac{1}{\kappa_1} \begin{bmatrix}
\sum a_{i1} & -a_{i2} & \cdots & -a_{i\eta} \\
-a_{21} & \sum a_{22} & \cdots & -a_{2\eta} \\
\vdots & \cdots & \ddots & \vdots \\
-a_{n1} & -a_{n2} & \cdots & \sum a_{n\eta}
\end{bmatrix}
\]
\[
\gamma = \frac{1}{\kappa_1} \begin{bmatrix}
\gamma_1 \\
\gamma_2 \\
\vdots \\
\gamma_n
\end{bmatrix}
\]

5.2.3. Active synchronization control linearization of (28)
\[
\Delta \dot{\omega}_{\text{syn}}^* = k_{ps}(\omega_k - \dot{\omega}_c) + k_{is}(\omega_k t - \dot{\omega}_c)
\]

5.2.4. System constraint linearization of (29)
\[
k_1(\dot{\theta}_1 - \dot{\theta}_c) + \cdots + k_n(\dot{\theta}_n - \dot{\theta}_c) = 0
\]

5.2.5. Entire system linearization
For the tracking problem of distributed active synchronization, a new state variable \( \bar{\theta} \) is chose to facilitate the system stability analysis.

\[
\dot{\bar{\theta}} = \bar{\theta} - (\omega_t \xi) \eta
\]

Then, the entire system linearization is combined
\[
\begin{align*}
\Delta \dot{\omega} & = -K_1 \Delta \dot{\omega} + \Delta \dot{\omega}_{\text{syn}}^* - \Delta \dot{\omega} \\
\Delta \dot{\omega}_{\text{syn}}^* & = \left( \frac{1}{k_{ps}} K_3 K_1 - \frac{1}{k_{is}} K_2 \right) \bar{\theta} - \frac{1}{k_{ps}} K_2 (\Delta \dot{\omega} - \omega_t \xi \eta)
\end{align*}
\]

where
\[
k_{\text{tot}} = \sum_{i=1}^{n} k_i
\]
\[
K_2 = \begin{bmatrix} k_1 & k_2 & \cdots & k_n \end{bmatrix}
\]
\[
K_1 = K - \frac{1}{k_{ps}} [m_1 k_1 m_2 k_2 \cdots m_n k_n] [k_1 k_2 \cdots k_n]
\]

To examine the stability of the system, the state-space equations must be manipulated to a system of the form

**Fig. 9.** Eigenvalues of system matrix A for the simulation model: (a) \(0.3 < k_{ps} < 10\), (b) \(0 < k_{is} < 10\), (c) \(0.1 < k_\omega < 10\).
\[ \dot{X} = [A]X \]

In this study, given
\[ X = \begin{bmatrix} \dot{\theta}_{1,n} \\ \Delta \dot{\omega}_{1,n} \end{bmatrix} \]
\[ A = \begin{bmatrix} -(K_1)_{\text{atn}} & I_{\text{atn}} \\ 0 & -(L+\gamma)_{\text{atn}} \end{bmatrix} \]
\[ \gamma_i := \begin{bmatrix} \gamma_i' \\ \gamma_i'' \end{bmatrix} \]
where
\[ A_n = \frac{k_n}{k_{\text{tol}}} \left[ k_{\text{ps}} \left[ m_n k_n - \frac{\sum m_n k_n^2}{k_{\text{tol}}} \right] - k_0 \right] \]

5.3. Eigenvalue analysis

The eigenvalues of matrix A can be used to study the stability of the system around the state of equilibrium. For the simulation system to be described later in Section 6, the root-locus plots of matrix A are shown in Fig. 9 while varying the parameters, \( k_{\text{ps}}, k_0 \) and \( k_{\text{atn}} \). Fig. 9 reveals that the system is stable for all three cases. Firstly, with \( k_{\text{ps}} \) increases in Fig. 9(a), the dominant eigenvalues (\( \lambda_1 \) and \( \lambda_2 \)) gradually move away from the real axis. Meanwhile, the eigenvalue \( \lambda_3 \) moves close to the imaginary axis which decreases the damping ratio of the system.

Secondly, in Fig. 9(b), when \( k_0 \) is small, \( \lambda_3 \) is the dominant eigenvalue, and several pairs of complex-conjugate roots are far from the imaginary axis. The system can be equivalent to a first order system without overshoot. However, when \( k_{\text{ps}} \) increases, \( \lambda_1 \) and \( \lambda_2 \) become dominant, obtaining a second-order behavior. In the meantime, \( \lambda_3 \) and \( \lambda_2 \) move close to the imaginary axis, which makes the system more easy to become unstable.

Thirdly, increasing \( k_{\text{atn}} \) attracts the complex conjugate poles (\( \lambda_1 \) and \( \lambda_2 \)) to the real axis and imaginary axis, which may result in instability. Thus, the value of \( k_{\text{atn}} \) should not be designed too large.

6. Simulation results

The proposed distributed cooperative synchronization control strategy is verified with simulation carried out in Matlab/Simulink. The parameters used in simulation are listed in Table 2. The phase locked loop (PLL) measurement unit is adopted to acquire the physical data of the inverter-based DG, including the voltage magnitude, angle, and frequency in a discrete manner. Then, the output average power is calculated by the product of the instantaneous voltage and currents. The power control layer and a double closed-loop layer for an inverter-based DG are described in Fig. 2 in detail.

The simulated system model and communication cyber are shown in Fig. 10, where the microgrid consists of four DGs, four respective local loads and a common load. As the simulated microgrid model contains few DGs, only the DG1 is treated as the leader DG and receives synchronization correction signals from synchronous controller. All DGs communicate with its neighbors and the associated adjacency matrices \( A = [a_{ij}] \) and \( B = [b_{ij}] \) are presented as follows

\[ A = \begin{bmatrix} 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \end{bmatrix} \]
\[ B = \begin{bmatrix} 0 & 1 & 0 & 1 \\ 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \end{bmatrix} \]

### Table 2: Simulation parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Symbol</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Electrical parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nominal voltage</td>
<td>( E )</td>
<td>311 V</td>
</tr>
<tr>
<td>Nominal frequency</td>
<td>( f^* )</td>
<td>50 Hz</td>
</tr>
<tr>
<td>Line impedance ( Z_{01} )</td>
<td>( R )</td>
<td>0.8 ( \Omega ) L = 3 mH</td>
</tr>
<tr>
<td>Line impedance ( Z_{02} )</td>
<td>( R )</td>
<td>1.6 ( \Omega ) L = 6 mH</td>
</tr>
<tr>
<td>Line impedance ( Z_{23} )</td>
<td>( R )</td>
<td>0.9 ( \Omega ) L = 4 mH</td>
</tr>
<tr>
<td>Line impedance ( Z_{04} )</td>
<td>( R )</td>
<td>1.2 ( \Omega ) L = 5 mH</td>
</tr>
<tr>
<td>Load ( L_1 - L_2 - L_3 - L_4 )</td>
<td>( P )</td>
<td>( 10^3 ) W, ( Q )</td>
</tr>
<tr>
<td>Load ( L_4 )</td>
<td>( P )</td>
<td>( 4 \times 10^3 ) W, ( Q )</td>
</tr>
<tr>
<td><strong>Synchronous controller parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Angle-frequency proportional term ( k_{\text{ps}} )</td>
<td>( k_{\text{ps}} )</td>
<td>5</td>
</tr>
<tr>
<td>Angle-frequency integral term ( k_{\text{ps}} )</td>
<td>( k_{\text{ps}} )</td>
<td>0.5</td>
</tr>
<tr>
<td>Voltage proportional term ( k_{\text{ps}} )</td>
<td>( k_{\text{ps}} )</td>
<td>2</td>
</tr>
<tr>
<td>Voltage integral term ( k_{\text{ps}} )</td>
<td>( k_{\text{ps}} )</td>
<td>1</td>
</tr>
<tr>
<td><strong>Droop control parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rated active power ( P_{\text{max}} )</td>
<td>( P_{\text{max}} )</td>
<td>10 kW</td>
</tr>
<tr>
<td>Rated reactive power ( Q_{\text{max}} )</td>
<td>( Q_{\text{max}} )</td>
<td>3 kW</td>
</tr>
<tr>
<td>P-w droop coefficient ( m_i )</td>
<td>( m_i )</td>
<td>( 10^{-5} ) rad/(W s)</td>
</tr>
<tr>
<td>Q-V droop coefficient ( n_i )</td>
<td>( n_i )</td>
<td>( 10^{-3} ) V/Var</td>
</tr>
<tr>
<td><strong>Distributed cooperation parameters</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Frequency gain ( k_{\text{w}} )</td>
<td>( k_{\text{w}} )</td>
<td>0.1</td>
</tr>
<tr>
<td>Voltage gain ( k_{\text{v}} )</td>
<td>( k_{\text{v}} )</td>
<td>0.01</td>
</tr>
</tbody>
</table>

Fig. 10. Simulated microgrid model and communication cyber.

\[ A = \begin{bmatrix} 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \\ 0 & 1 & 0 & 1 \\ 1 & 0 & 1 & 0 \end{bmatrix} \]

6.1. Scenario 1: Proposed distributed cooperative synchronization control strategy

In this case, the proposed distributed cooperative synchronization control strategy is verified. It is assumed that the microgrid is disconnected from main grid and operates in islanded mode at the beginning, and only droop is applied. The distributed cooperative synchronization control strategy is applied at \( t = 1 \) s, and the static switch is closed when the frequency difference, phase angle difference, and amplitude difference of grid and PCC voltage meet the microgrid synchronization criterion. The simulation results are exhibited in Fig. 11.
Fig. 11. Simulation results in scenario 1: (a) voltage amplitudes of DGs, (b) frequencies of DGs, (c) output reactive powers of DGs, (d) voltage difference of grid and PCC, (e) voltage amplitudes of grid and PCC, (f) frequencies of grid and PCC voltage and their difference, (g) phase angle difference of grid and PCC voltage, (h) grid current.

Fig. 12. Resiliency to failure in Link 2–3: (a) voltage amplitudes of DGs, (b) frequencies of DGs, (c) voltage difference of grid and PCC, and (d) grid current.
As shown from Fig. 11(d)–(h), when the proposed method is activated, the instantaneous voltage differences Δv of PCC and grid is gradually decreased. At the moment when the frequency, phase angle and amplitude of PCC meet the microgrid synchronization criteria at Fig. 8, the instantaneous voltage differences are almost zero, and the static switch is closed. The instantaneous grid currents are small and almost no inrush. A seamless synchronization is achieved. In addition, from Fig. 11(a)–(c), the proposed method can not only restore frequency and voltage of the MG but also ensure reactive power sharing.

6.2. Scenario II: Resiliency to communication link failure

In centralized active synchronization strategies, communication failures of one link will produce the fail down of the whole system, so communication network reduces the system reliability. Alternatively, the distributed cyber can overcome the failure of single point and feature plug-play functionality. In this case, the communication link between DG units 2 and 3 fails to test the flexibility and redundancy of system. From (43), the associated adjacency matrix A = (a_{ij})≠0 meets the distributed communication network constraint of (22). Simulation process is similar to Scenario I. As results in Fig. 12 shows, the proposed method is still applicable. The grid current is so small that microgrid can be reconnected to main grid seamlessly. Only if there is also a direct/indirect communication path between each DG and leader DG after one link failure, the distributed cooperative synchronization method can reconnect microgrid back to UG effectively.

7. Conclusion

This paper proposes a distributed active synchronization strategy for a networked microgrid, which can reconnect microgrid back to utility grid seamlessly with sparse communication channels. Leader and follower DGs are designed based on different geography locations and rated power capacity. Only leader DG receives synchronization correction signals from synchronous controller. The rest DGs will follow the leader DG through designed consensus protocol. Compared with traditional central controller, the proposed method reduces communications costs and improves flexibility and redundancy. Moreover, the distributed cooperation method can be extended to grid-connected mode and regarded as a universal control, which can address transition process of different modes.
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